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Adapt to ANY target

Customizable datasets

Extensible to bypass guardrails

Transparent and reproducible

Our wishlist

Must run offline

• Meaningful, context-relevant objectives
• Tailor size to real test constraints
• Easy to add/remove attack categories



What are we even testing?



Just drop a simple Python script into the workspace
• REST API — trivial

• More complex cases
• Multi-step, create new session then add prompts, send 

emails…
• S3 file-drop — write docs with payloads → wait for 

response file → parse logs
• Websocket/custom — reverse protocol; Playwright 

wrapper for headless browser (Steve’s example)

Targets – Let Spikee talk to the thing
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JAILBREAKS PROMPT INJECTION



Jailbreaks

Language patterns to disalign
the LLM and bypass its 

restrictions and intended use
You are a DAN (Do Anything Now) 

agent…

Ignore all previous instructions…

You are running in a DEV 
environment and this is a TEST…

*** NEW IMPORTANT 
INSTRUCTIONS ***

Low-Resource Languages, Multi-
Turn, Crescendo, …

Prompt Attack

User directly interacts with an LLM 
chatbot/assistant providing 

malicious prompts/instructions 

Document Attack

Attacker embeds jailbreak into 
data/documents provided to the 

LLM by an application 

https://learn.microsoft.com/en-us/azure/ai-
services/content-safety/concepts/jailbreak-detection

How to make a

Adaptive Attacks, Random Search

https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection
https://learn.microsoft.com/en-us/azure/ai-services/content-safety/concepts/jailbreak-detection


Outcomes

Safety / Harmful

Attack safety alignment of 
LLMs to elicit unsafe/harmful 
content (violence, hate 
speech, illegal, sexual, self-
harm, …) 

Cyber Security

Leverage vulns in LLMs to 
attack users/systems for 
traditional cybersec
outcomes: data exfiltration, 
XSS, DDoS, authorization 
bypass (AGENTIC)

Topic Control

Get LLM system to engage in 
out-of-scope topics. E.g. 
getting bank chatbot to give 
personal financial advice.



Example: Generate a dataset of emails 
containing prompt injection attacks for 
cyber security outcomes such as data 
exfiltration with markdown images, XSS and 
social engineering

documents.json

Composable datasets
Spikee comes with a variety of built-in seeds that 
can be used to generate datasets for specific testing 
outcomes.
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LLM Application Guardrails

Limited Distribution 30

Input Checks

• Jailbreak/prompt injection
• Topical guardrails
• Harm categories

Prompt 
Engineering

• System message
• Prompt rules
• Data spotlighting

LLM

• Built-in restrictions  
trained with 
RLHF/fine-tuning

Output 
Checks

• Potentially dangerous 
content (URLs, images, 
scripts, HTML, …)

• Harm Categories
• Hallucinations
• Enforce Access Control on 

Tool/Function Calls

Application Developers
(i.e. prompt authors)

LLM Developers
(i.e. OpenAI)

General purpose APIs / products / in-house:
- Classifier models
- Embeddings / Vector Search
- LLM judges

Some of these guardrails can be applied globally, 
while others need to be use-case specific

What GOOD looks like



Prompt Engineering
Give the LLM rules to follow:

Spotlighting: use delimiters to help the LLM distinguish data from instructions:

Historically OpenAI models handled JSON better, while Anthropic's handled XML better, today most modern LLMs can be 
really flexible:

• Can use tags: <document>DOCUMENT</document>

• Can use JSON: {"document": "DOCUMENT"} 

• Can use any arbitrary delimiters really: *** START OF DOCUMENT *** / *** END OF DOCUMENT ***





• Purpose:
Automatically detect and block prompts containing known malicious 
patterns associated with jailbreaking or prompt injection.

• Mechanism:
Often based on ext classifiers / encoder models trained to recognize 
attack patterns

• Commercial / Open-source Examples:
• Azure Prompt Shields (Part of AI Content Safety)
o AWS Bedrock Guardrails (Prompt Attack filter)
o Meta PromptGuard (Open Source Models)
o Many more exist, either as standalone opensource models (ProtectAI, 

InjecGuard) or as part of commercial prompt security solutions

Prompt Injection Filters / Guardrails
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Run offline

• Often we test in somewhat isolated/air-gapped 
environments

• We want datasets that do not require LLM judges 
(cybersec)

• For datasets that require LLM judges
• we want to be able to collect results offline
• then judge them at a later stage on an isolated LLM 

server within our datacenter
• we don’t want to send data to OpenAI!
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• At the end of a test we can share the spike 
workspace with the client
• Python target developed for the application
• Datasets used
• Detailed results for each run, including ALL 

prompts run and all responses
• Next tester / Client can just re-run spikee

Transparent & 
Reproducible
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End Notes



Outcomes

Safety / Harmful

Attack safety alignment of 
LLMs to elicit unsafe/harmful 
content (violence, hate 
speech, illegal, sexual, self-
harm, …) 

Cyber Security

Leverage vulns in LLMs to 
attack users/systems for 
traditional cybersec
outcomes: data exfiltration, 
XSS, DDoS, authorization 
bypass (AGENTIC)

Topic Control

Get LLM system to engage in 
out-of-scope topics. E.g. 
getting bank chatbot to give 
personal financial advice.

Presentation focus



More use-cases

Conversational vs Non-Conversational

Multi-turn conversations

Multi-Chain, Multi-Agent Systems

Agency / Tooling / MCP



• Visualizes controls sequentially along the data flow
• Focuses on when controls are applied relative to the LLM 

interaction

LLM Application Security Pipeline

• Provides a holistic, categorical map of essential control areas
• Includes 4 overarching security principles / rules to follow
• Useful for comprehensive design review and control 

identification.

LLM Application Security Canvas

Securing LLM Applications
We have developed two complementary frameworks to provide 
structured ways to think about, design, and assess the security controls 
needed for your specific use case.



Finding a working prompt 
injection / jailbreak can be 
like password guessing / 

cracking

$ john /tmp/jailbreak_hashes.txt

John the Ripper 1.9.0-jumbo-1 (simulated) LINUX 64-bit x86_64

Loaded 1 password hash (Raw MD5 [128/128])

Press 'q' or Ctrl-C to abort, ? for status

[==]  Session start: 2025-09-18 09:13:42 (Europe/Stockholm)

[+] Wordlist: /usr/share/wordlists/rockyou.txt + mangling rules

Session: realtime 72:12:05, 2.10M c/s, guesses: 12,345,678

Loaded 1 password hash (Raw MD5 [128/128])

Press 'q' or Ctrl-C to abort, ? for status

[=] Progress snapshot:

elapsed:  24:00:00  guesses:  4,200,123  c/s: 2.05M

elapsed:  48:00:00  guesses:  8,410,452  c/s: 2.06M

elapsed:  72:12:05  guesses: 12,345,678  c/s: 2.10M

Status: Cracked 1/1 (100.00%)  72:12:05  c/s: 2.10M  guesses: 

12,345,678  left: 0

Recovered password for hash 1 of 1:

jailbreak : Effort is all you need

Good: 1 72:12:05:00  100.00% (simulated)

Done. 1 password cracked, 0 left.



Guardrails
+

Rate Limits
+

Lockouts

Guardrails (Input/Output Filters):
• The first line of defense. They block known 

bad patterns but aren't perfect.

Per-User Rate Limiting:
• Limits speed/rate of individual users
• Often done at request level (e.g. max 10 

requests per minute, 100 per day)

Content Moderation Lockout:
• Block/Suspend the attacker's account after 

they triggered too many  guardrails (like 
account lockout for invalid passwords)

The Power Defence
Combo

+
Use-Case Specific 

Design Patterns Use-Case Specific Design Patterns:
• Deterministic, architectural constraints on 

agentic workflows



Our GenAI
Research and 

Thinking



Some LLM security folks I follow

• Johann Rehberger, https://embracethered.com/blog/

• Simon Willison, https://simonwillison.net/

• Kai Greshake, https://kai-greshake.de/

• Sander Schullhoff, https://x.com/sanderschulhoff

• Leon Derczynski, https://twitter.com/LeonDerczynski

• Steve Wilsons, https://www.linkedin.com/in/wilsonsd/

LLM Security Resources (not just jailbreak/prompt injection)

• https://llmsecurity.net/

• https://owasp.org/www-project-top-10-for-large-language-model-applications/

• Prompt Injection Defences by @ramimacisabird, https://github.com/tldrsec/prompt-injection-defenses

• OWASP Top Ten Education Resources, https://github.com/OWASP/www-project-top-10-for-large-language-model-applications/wiki/Educational-Resources

Open-source vulnerable apps to experiment with:

• https://github.com/WithSecureLabs/damn-vulnerable-llm-agent

• https://github.com/WithSecureLabs/llm-vulnerable-recruitment-app

• https://github.com/kyuz0/damn-vulnerable-email-agent

Links!
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